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We review published work and summarize the current understanding of orien-
tational correlations in liquid water and aqueous solutions near interfaces, as
obtained from computer simulation studies. We present a number of examples
in which we discuss the magnitude and the range of orientational anisotropy and
its dependence on the nature of the interface (non-polar, polar, or metallic) and
the geometry of the interface (planar or curved).

1 Introduction

In recent years, computer simulation has matured into one of the most powerful theoretical tech-
niques capable of investigating the complex structural, dynamic and chemical phenomena at the
liquid/liquid or liquid/solid interface on the molecular level. An increasing number of reviews
bears witness to this development [1–8]. The principal strength of the method is its ability to
treat simple molecular models, which can also be investigated by more traditional theoretical
techniques, and complex realistic models, which are fair representations of real world chemical
systems, on an equal footing. Consequently, molecular dynamics (MD) and Monte Carlo (MC)
simulations are at present the methods of choice for the theoretical investigation of realistic
models of interfaces.

Most interfacial properties of real materials are the consequence of symmetry breaking and the
ensuing anisotropy of molecular interactions within rather small characteristic distance ranges
from the interface. Especially in polar media, static orientational correlations between different
molecules, reorientation phenomena, and orientational correlations between molecules and the
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interface are at the heart of this anisotropy. In the present paper we review our current under-
standing of orientational properties of water and aqueous electrolyte solutions in the vicinity
of solid phases. The manuscript is based on a lecture one of us (ES) presented at the European
Research Conference on “Orientational Order and Dynamics in Liquids and Glasses” in Crete,
1997. We illustrate the orientational properties using several examples taken from our own work
on different interfacial systems:
— water at simple non-polar interfaces,
— water at metallic interfaces,
— aqueous electrolyte solutions at metallic interfaces, and
— water-filled cylindrical pores with and without chemical functionality.
Similar problems that are being actively investigated by a number of groups include
— the behavior of water near and inside biological membranes (e. g., [9–15]),
— the hydration of large proteins (e. g., [16–18]),
— the adsorption of water in slit pores and its relation to the “surface force” (e. g., [19–21]),
— the structure of water in “vycor” and other glass pores (e. g., [22]),
— adsorption in zeolithes (e. g., [23]), and
— the chemical dynamics at liquid-liquid interfaces (e. g., [24–30]),
to name but a few.

In what follows we will first discuss some of the models used in computer simulations of real-
istic two-phase systems involving water and aqueous solutions and various aspects of orienta-
tional order in liquids near interfaces. We will then present a number of examples, followed by
some general conclusions concerning the factors that govern the interfacial structure.

2 Models and Methods

The classical molecular dynamics (MD) simulation technique has been used in all simulations
presented in this paper. This method is well established for the investigation of bulk water
or aqueous electrolyte solutions. Consequently, the applied water model potentials are chosen
from the multitude of models used in the simulation of bulk aqueous systems. These models
are usually built by combining partial point charges in a rigid or flexible geometry with a short
ranged repulsive potential. Examples for this class are the TIP4P [31], the SPC/E [32] or the
BJH [33] models. Although none of these simple model potentials model all aspects of liquid
water satisfactorily, they provide, to the very least, good qualitative insight and, if carefully
chosen to the problem at hand, even quantitative results. One alternative, the ab initio Car-
Parrinello (CP) molecular dynamics approach [34–37], is still computationally too costly for
obtaining good statistics in bulk systems, let alone interfacial systems. The CP method has its
stronghold in dealing with systems in which the chemical behavior changes with molecular
geometry and where thus the classical methods fail (see, e.g., [38]), or in systems for which
no adequate pairwise additive potentials have yet been developed. CP simulations have been
performed for the adsorption of H2O on MgO, surfaces where physisorption on smooth surfaces
and dissociation on stepped surfaces were observed [39].

In simulations of electrolyte solutions, ions are usually described by charged spheres of a suit-
able diameter which interact through Coulomb forces with other ions and with the partial



charges of the water model and through short ranged potentials (often of the Lennard-Jones
type). Models of this kind have been used successfully by many authors for a number of alkali,
alkaline earth, and halide ions in aqueous solutions (see, e.g., [40–43] and references therein).

Non-polar surfaces are modeled by flat one-dimensional Lennard-Jones potentials [44–46], by
an array of Lennard-Jones particles [45–47], which introduces a certain amount of surface cor-
rugation into the model, or by the complete absence of interactions in the case of the free liq-
uid/vapor interface [48–51]. Surfaces with polar functional groups are simplistically described
by embedding point charges into a model of a non-polar surface or by explicit representation
of the atomic surface structure with empirical molecular modeling force fields [22,45,52,53].
Metallic properties of surfaces are modeled either on the basis of the image charge model
in combination with smooth or corrugated Lennard-Jones and Morse potentials [54–60], or
through an array of metal atoms with metal-water potential functions derived from ab initio
calculations [60–62]. While the latter approach can result in a more realistic simulation of the
interface, the former model is, due to its heuristic nature, a simple means to investigate system-
atically the dependence of surface-induced effects in an electrochemical environment.

It has to be emphasized here, that the complexity of the system, which stems from the inho-
mogeneity and anisotropy near the interface, mandates the simulation of very long trajectories
and/or very large systems in order to obtain statistically reliable results. Thus the reported sim-
ulations were performed for times between several hundreds of picoseconds and more than two
nanoseconds. Consequently thermostatization had to be used in order to maintain a temperature
of 298K in all simulations. The vast amount of computer resources needed for these simulations
limits the extent to which systematic variation fo model potentials is possible. Further details of
the models will be discussed together with the results at the appropriate locations in the follow-
ing sections. For more details on the simulation techniques and the models, the user is referred
to the original publications and to standard texts like [23,63,64].

3 Orientational Correlations

In a homogeneous and isotropic medium the relative orientation between two rigid molecules is
a complex function of six variables. A coordinate system can be defined by the principal molec-
ular axis system of one molecule. The center of mass of the second molecule can be thought of
as being located at the position (in spherical coordinates) (r, ϑ, φ) in the principal molecular axis
system of the first one. The three Euler angles (α, β, γ) then specify the orientation of the second
molecule relative to the principal axis system of the first one. Thus the orientational distribution
can be completely described through a function p(r, ϑ, φ, α, β, γ). In practice, no experiments
exist which are capable of extracting the full orientational distribution function. In principle,
p(r, ϑ, φ, α, β, γ) can be calculated from a computer simulation, but there are also two practical
limitations. One is the obvious problem of representability of a six-dimensional function and
the other is the statistical noise in a distribution function where, even in very long simulations,
only few configurations contribute to the average that forms the value p at a given point in
six-dimensional space. Similar to analytical theory, one often resorts to an invariant expansion
of the orientational distribution function in terms of Wigner matrices and spherical harmonics
[65,66]. In bulk liquids, which contain not too many different atomic species, the liquid structure



is more often characterized by atom-atom or site-site correlation functions. These functions can
be extracted from a series of neutron or X-ray diffraction experiments or calculated from com-
puter simulations. The site-site correlation functions contain, however, less information about
the orientational structure than the full distribution function, p(r, ϑ, φ, α, β, γ).

In the vicinity of an interface the complete description of orientational structure becomes even
more complex. Anisotropy and inhomogeneity of space introduce three additional degrees of
freedom each. They characterize the orientation of the principal axis frame of the first molecule
relative to the external coordinate system and the translation of the principal axis frame relative
to specific points at the interface. Clearly, the calculation of the resulting 12-dimensional distri-
bution function is practically impossible. Furthermore, it would contain more information than
can be readily digested. Thus, in simulations, but also in the analysis of experiments, the focus is
often kept on single particle properties. Neglecting the role of the second molecule reduces the
number of degrees of freedom to six. Integrating out (for the purpose of analysis only) the de-
grees of freedom associated with surface corrugation reduces this number to only three or four.
Finally, in polar liquids like water, one is primarily interested in the properties of the molecular
dipole and thus able to reduce the distribution function to one function, p(z, cos ϑ), which con-
tains only two essential degrees of freedom, the distance of the molecule from the surface, z,
and the cosine of the angle ϑ between the molecular dipole direction, µ̂, and the surface normal,
ẑ. Integrating over all possible dipole orientations leads to the so-called density profile, ρ(z),
which can also be regarded as the equivalent to the pair correlation function between a molecule
and a ‘surface particle’. On the other hand, averaging p(z, cos ϑ) over a certain distance range
from the surface produces the orientational distribution, p(cos ϑ), in this area.

In the following we will analyze p(z, cos ϑ), the density profile, ρ(z), and the orientational
distribution, p(cos ϑ), in some detail for several systems. The investigation of static and dynamic
dipole-dipole correlation functions, which is related to the dielectric properties of the system
and of collective dipole relaxation functions is beyond the scope of this work. Rather, we will
concentrate on the correlations of water and ionic hydration shells with the external coordinate
system imposed by the existence of the interface.

4 Results

4.1 Water near non-polar surfaces

One of the most simple systems to study by MD simulation is the interface between pure liq-
uid water and a non-polar phase. Many simulation studies have shown that the orientational
properties are very similar for water near its free surface and near a weakly interacting wall
[44,48,51,67–79]. The strength of the interaction determines the range over which the inter-
facial structure differs from the structure of the bulk liquid. The recurring structural theme is
the preferential alignment of molecular dipoles in directions parallel to the interfacial plane. De-
tailed analysis [44] has shown that this feature is due to the tendency to maximize the number of
hydrogen bonds under the geometrical constraint of the interface. Various orientational distribu-
tion functions show traces of “ice-like” features. However, we note that the overall structure and
dynamics of water near a non-polar interface, as obtained from simulations, is predominantly
liquid-like.
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Fig. 1. Left: density profile, ρO(z), from a 500 ps simulation of a thin film consisting of 200 TIP4P
water molecules at room temperature [80]. Right: orientational distribution, p(cos ϑ), with ϑ the angle
between the molecular dipole moment direction, µ̂, and the surface normal, ẑ, for molecules in the
range |z| > 8.3 Å (indicated by the dashed vertical lines). The dashed horizontal line corresponds to an
isotropic orientational distribution.

Figure 1 shows the oxygen density profile, ρO(z), of a narrow slab of TIP4P water confined
by two vapor phases (left) and the distribution of the cosine of the angle between molecular
dipole moment and the outwardly directed surface normal, p(cos ϑ), (right) for molecules in the
surface layer (|z| >8.75 Å) [80]. First, we note that the density distribution has a monotonic be-
havior near the interfaces; it does not exhibit large density oscillations. Second, the water/vapor
interface at room temperature using this and other models is stable on the time scale of about
500 ps. The orientational distribution in the immediate vicinity of the interface shows a clear
preference for configurations in which the molecular dipoles are aligned parallel to the surface
plane. The observed alignment is driven by the tendency of the molecules in liquid water to
maximize the number of hydrogen bonds. Water molecules being aligned almost parallel to the
surface plane can participate easily in three hydrogen bonds, whereas molecules aligned perpen-
dicularly to the surface plane are only able to form two hydrogen bonds with molecules in the
liquid. Other possible arrangements with high hydrogen bond connectivity are less favorable,
since they would give rise to a larger surface dipole with more repulsive long-range interactions
within the interface.

4.2 Water near Metal Surfaces

The structure of water near polar and metallic surfaces — or, more generally, surfaces on which
the water physisorption energy is reasonably large, i. e., in the range of 30-70 kJ/mol — is
different from that near non-polar or free surfaces. Near metal surfaces, a distinct adsorbate
layer interacts directly with the surface. Depending on the degree of ordering in this first layer,
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Fig. 2. Comparison of the orientational distribution of the water dipole moment on Pt(100) (left) and
Hg(111) (right). cos ϑ is the angle between the water dipole vector and the surface normal that points
into the water phase. Panels a to p on the left are sampled from the distance intervals which are indicated
by the cuts through the density profile ρ(z)/ρb on the right.

an oscillatory density distribution develops. Its range depends on the details of metal, surface
structure, and, in electrochemical experiments, applied potential. In most simulation studies,
two to four distinct layers have been discerned, but for very high surface charge densities more
pronounced ordering [81] or even a liquid/solid phase transition [82,83] has been observed.
Similar layering is also seen in simple liquids near interacting interfaces (see, e. g., [84]).

The inhomogeneity (layering) near the water/metal interface is accompanied by orientational
anisotropy. Again, one can rationalize some of the observed structural features in terms of
maximization of hydrogen bonding. However, effects due to the specific nature of the inter-
action of water with the metal surfaces become important. Experimental evidence (see [85] and
references therein) and quantum chemical calculations [86–95] have clearly shown that water



molecules interact with several metal surfaces through the oxygen atom, leading to a polariza-
tion of the interface.

The results of semi-empirical extended Hückel [86] and ab initio SCF cluster calculations [92]
have been parameterized to yield a set of pairwise additive metal oxygen and metal hydrogen
potential functions for the platinum (100) and the mercury (111) surface, respectively [62,96].
Figure 2 compares the polarization near the two surfaces. In addition to the orientational distri-
bution, p(cos ϑ), the oxygen density profile is plotted on the right side of each figure. The density
profiles clearly show two pronounced layers. A weakly pronounced third layer (not visible in
the graph) is also present. The baselines between distribution functions cut through the density
profile. The distribution function in each panel on the left side is for the subset of molecules
that are located in the distance range between these lines on the right side. The distributions
are broad, indicating a strongly disordered liquid-like orientational structure. By and large, the
orientational distributions are quite similar in both systems. Over the first peak in the density
profiles (panels a to d) there are almost no molecules with the dipole moment perpendicular
to the surface, contrary to the expectations of quantum chemical calculations, which predict
almost exclusively configurations in the range cos ϑ > 0.5. Within the adsorbate layer, there
is a transition from the preference for orientations in which the dipoles point more or less into
the solution (a and b) to one where a substantial fraction of the dipoles point more or less to-
wards the surface (c and d). This behavior is characteristic for the “bilayer” model that has been
proposed for the interpretation of the structure of water monolayers adsorbed on metal surfaces
under ultra-high vacuum conditions. In summary, the actual orientational structure is largely
dominated by water-water interactions, which change the orientational distribution compared
to that of isolated molecules (see also [96]). The orientational anisotropy ranges as far into the
liquid phase as the density inhomogeneities do (roughly up to panel m), with increasingly less
pronounced features. Slightly beyond the second maximum in the density profile the orienta-
tional distribution is isotropic, as it has to be the case for a bulk-like liquid.

4.3 Polarization in the Electric Double Layer

Real electrochemical systems are interesting, not because of the solvent but because a variety of
species are present next to the electrode with position-dependent concentration and in position-
dependent charge states (or chemical states). The most fundamental system to study is a simple
electrolyte solution near a metallic surface. A multitude of studies [5,97–106] has investigated
alkali and halide ions but also Fe2+ and Fe3+ next to several model metal surfaces. Most studies
were concerned with the properties of a single ion. Only few studies to date have investigated the
structure of the double layer at finite concentration [107–109]. In these studies, the simple image
charge model of a metal surface, which disregards specific interactions between metal an ion,
has been employed. When, like in electrochemical simulations, a thin film of electrolyte, where
the charges are embedded in a medium of dielectric permittivity equal to one, is in contact with
a conducting metal electrode of infinite dielectric constant, the values of the image charges are
just the negative values of the real charges and the total system of real charges and image charges
is electroneutral. This makes it possible to simulate, in a realistic way, electrolyte solutions in
contact with a charged electrode surface. Positive or negative surface charges can be balanced
by an excess of anions or cations in the solution; in turn, the surface charge can be regarded as
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Fig. 3. Snapshot of a simulation of 15 Na+ and 17 Cl− ions dissolved in 400 SPC/E water molecules
between a metal wall (left) and a free surface (right) [108,109]. Na+: small spheres, Cl−: large spheres.
The surface charge density of σ = +9.9 µC cm−2 is the consequence of two excess image charges,
which ensure total electroneutrality.

being produced by the images of the excess solution charges. For reasons of statistical efficiency,
the concentration in these double layer studies has to be chosen rather high, in the range of 1 to
3 mol/l.

Figure 3 shows a snapshot of a 2.2 molal NaCl simulation from such a simulation. The metal
surface is on the left. A rather well-defined first layer is discernible from the arrangement of
ions and molecules near the left boundary. The aqueous film is confined on the right side by
a vapor phase. It is stable on the simulation time scale of 2 nanoseconds, i.e., no molecules
“evaporate”. Note that in this particular configuration there are 4 anions (large spheres) and one
cation (small sphere) adsorbed on the metal surface so that the surface charge of +2e, e being
the proton charge, is overscreened by the charges within the first layer.

From the density profiles of water molecules and ions (not shown here, see [108,109]) a pro-
nounced second water layer can be inferred. The relatively strongly solvated Na+ cations tend
to be located between the first two water layers, building their (roughly octahedral) hydration
shell from three molecules in each of the two layers. The preferred position of the chloride ions
changes with surface charge. On positively charged surfaces, as in Fig. 3, some Cl− anions are
contact-adsorbed directly on the surface, while a negative surface charge pushes the equilibrium
position away from the metal into the second layer of water molecules. In simulations of CsF
solutions, the behavior of cations and anions is reversed. The preferred position of fluoride ions
is in the second water layer, where they can form an almost unperturbed hydration shell. The
fluoride position does not change significantly with the surface charge, contrary to the equi-
librium position of Cs+, which is contact-adsorbed when the surface is negatively charged. In
summary, the behavior can be interpreted as a competition between hydration and adsorption of
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Fig. 4. Distribution the probability density of cosϑ in the first layer of molecules in simulations of
2.2 molal NaCl (left) and CsF solutions (right) at positive (full) and negative (dashed) surface charge
densities (of magnitude |σ| = 9.9 µC cm−2).

the ions. The large, weakly hydrated ions react more strongly to changes in the electric field of
the electrode and are thus polarized to a larger extent.

The orientational distribution of water molecules in these concentrated solutions is different
from that in pure interfacial water. Since the water dipoles contribute to the screening of the elec-
trode charge, their orientation is dependent on it. The hydration of ions, however, also leads to
well-known ordering effects and thus competes with the polarization due to the surface charge.
Consequently, p(cos ϑ) depends not only on the surface charge, but also on the charge and the
equilibrium position of the ions close to the interface. Figure 4 shows p(cos ϑ) for the four
different cases of charged electrode surfaces studied by us. For both solutions there is a prefer-
ence for values of cos ϑ > 0 (hydrogen atoms pointing away from the surface) at the positively
charged electrode (full lines). Similarly, a preference for values of cos ϑ < 0 (hydrogen atoms
pointing towards the surface) exists for negatively charged surfaces (dashed lines). This global
behavior reflects the common reorientation property of dipoles upon change of the sign of an
external electric field and is thus qualitatively of the same nature as the observed changes of the
orientational distribution of pure water in an external electric field [82,83,110,111].

A comparison of the two different solutions at either the positive or the negative surface charge
density reveals some characteristic differences. A positive surface charge imposes on water a
force leading to orientations where the oxygen atoms are closer to the surface than the hydrogen
atoms so that the average 〈cos ϑ〉 > 0. In the CsF solution, this trend is enhanced relative to the
NaCl case, since the interactions of water molecules with the F− ions in the interlayer region
between first and second layer also impose a force in the same direction. Consequently, the
distribution becomes sharper, the maximum becomes higher and shifts towards slightly more



positive values in CsF than in NaCl solution. In the NaCl solution, water hydrates the contact-
adsorbed Cl− ions within the adsorbate layer and thus is more likely to have an orientation
corresponding to values of cos ϑ ≤ 0, as compared with the CsF solution.

Similarly, the orientational forces near the negatively charged surface due to the surface charge
and due to the interlayer Na+ ions are parallel and thus lead to an enhanced orientational order-
ing with a higher maximum around cos ϑ ≈ −0.65 in NaCl solution than in CsF solution, where
the orienting force due to the interlayer fluoride ions counteracts that of the surface charge. In
summary, the orientational polarization of water is quite different in the two electrolyte solu-
tions. It depends strongly on the nature of the electrolyte and its adsorption characteristics on
the surface.

4.4 Water in Cylindrical Pores

Polymer membranes have become an important system component with a variety of interest-
ing technological applications, e. g., for selective gas permeation, gas separation, or use in
biosensors. Consequently, the characterization of structure and dynamics of synthetic pores on
polymer basis or in inorganic materials has been a growing field of experimentation [112–122].
For a deeper understanding of the penetration of small molecules into these materials numerous
theoretical studies were carried out (e. g., [123–129]).

Especially interesting are ion selective polymer membranes. Ion selectivity can be achieved by
an appropriate choice of pore diameter and chemical modification with suitable polar functional
groups. It is nowadays possible to synthesize polymer membranes with a chosen pore diameter
in the range from a few to several hundred nanometers and a very narrow size distribution [130].
The transport properties of these membranes are expected to depend on the electric fields and
thus orientational properties of the solvent within the pores.

We have recently started a project to study the transport properties of cylindrical model pores
by MD simulation and relate them to structural elements inside the pore [46]. We first stud-
ied simple water-filled pores, confined by a cylindrical (10-4) Lennard-Jones potential, which
interacts weakly (with average interaction smaller than thermal energy) with water molecules.
These pores are non-polar in nature and serve as a reference against which to measure the
properties of functionalized pores. We found that the center of pores with effective diameters
of 1.5 nm and more exhibits a constant density region. With increasing pore size (we studied
pores of up to 4 nm in diameter) this region grows and the calculated properties in the pore
center (pair correlation function, orientational properties, hydrogen bond network, self diffu-
sion coefficient, and orientational relaxation) slowly approach the corresponding values of the
bulk liquid (TIP4P water, in this case). Near the non-polar pore surface, we find preferences for
dipolar alignment parallel to the surface, similarly as in the case of the two-dimensional planar
surfaces (see above) with small systematic, curvature-dependent differences. Water mobility in
the non-polar pores is largest near the pore surface and approaches the bulk value from above
towards the pore center.

We have then functionalized the model pores, for instance, by embedding 12 positive and 12
negative point charges into the surface of a cylindrical pore of length 67.9 Å in the following
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Fig. 5. Snapshot of a simulation of a cylindrical pore with SPC/E water molecules and surface charges
(positioned alternatingly at ρ = 11.1 Å, the edge of the pore wall potential) [131]. The figure shows the
region in the vicinity of two surface charges.

manner: Two charges with the same sign were put on the surface at the same value of z opposite
to each other, the next two charges were put in a distance of 67.9Å/12 in z-direction, each
shifted by ∆ϕ = 90◦. The sum of the point charges equals zero. Figure 5 shows a portion of a
configuration from such a simulation with effective pore diameter of about 1.8 nm. The surface
charges are depicted as large spheres; note, however, that only the Coulomb interaction between
the surface charge and water is of site-site type and that the repulsive part of the interaction stems
from the presence of the otherwise smooth pore surface. One clearly recognizes the specific
hydration of positive and negative surface charges; the degree of ordering in theses hydration
shells is similar to the one in bulk NaCl solutions.

Figure 6 shows the average molecular dipole moment along the ρ axis, µρ, as a function of
the distance ρ from the pore center (see Fig. 5 for definition). The average is normalized by the
molecular dipole moment, µ. The central region is, in both cases, not polarized. In the non-polar
pore (dashed line), molecules in an approximately 2 Å wide region next to the surface enclose an
average angle of about 100 degrees with the ρ axis (cos ϑ ≈ −0.2). The hydrogen atoms point
thus, on average, into the liquid, in order to maximize hydrogen bonding. Figure 7 supports this
view. The orientational distribution function (dashed line) within the surface layer (defined here
as ρ > 6.0 Å) shows the overall prevalence of parallel alignment. However, contrary to Figure 1,
the distribution is more asymmetric reflecting the aforementioned orientational preference. This
preference is due to packing constraints on the relatively strongly curved pore surface. If two
neighboring molecules, located at the same values of z and ρ but different values of ϕ, form an
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Fig. 6. Average dipole moment component, µρ, along the radial direction, ρ, divided by the molecular
dipole moment, µ, taken from two simulations using the TIP4P [31] water model. Full line: water in the
functionalized pore (see text); dashed line: water in the non-polar reference pore.

ideal hydrogen bond, this will, at least for the molecule donating the hydrogen atom, result in
a value of cos ϑ = µ̂ · ρ̂ < 0. The asymmetry of the orientational distribution becomes indeed
smaller in larger pores (see [46]).

In the polar pore (full line), the average dipole moment along the radial direction has two regions
of pronounced order close to the pore surface. Very close to the surface, molecules tend to be
polarized with the hydrogen atoms toward the pore surface. Somewhat further away, molecules
are polarized with the oxygen atoms towards the surface. A detailed analysis shows that this
“double layer” formation has its origin in the hydration of the surface charges. This can be
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Fig. 7. Distribution of dipole orientations, p(cos ϑ), relative to the ρ direction (see 5) close to the pore
surface with radii larger than 6.0Å. Full line: water in the functionalized pore surface (see text); dashed
line: water in the non-polar reference pore.



inferred also from the snapshot in Fig. 5. Figure 7 clearly shows the bimodal distribution of
molecular orientation in the range ρ > 6.0 Å. The maximum for cos ϑ ≈ −0.7 is due to
molecules hydrating positive surface charges, while the maximum cos ϑ ≈ +0.6 shows the
molecules hydrating negative surface charges.

Since in our pore model the hydrogen atoms do not interact with the repulsive core of the pore
surface, they can approach the negative surface charges more closely than the oxygen atoms can
approach the positive ones. Thus, the splitting of the radial distances at which the two dominant
molecular configurations occur (in Fig. 6), is to a certain extent model dependent. However, the
bimodal nature of the distribution function in Fig. 7 due to the hydration of different ions can
be expected to be by and large independent of the details of the model.

The changes in orientational order near the pore surface lead to pronounced changes in water
dynamics. While much of the transport in the non-polar pores occurs along the pore walls (the
calculated diffusion coefficient is larger close to the surface), the formation of the more ordered
double layer, which hydrates the surface charges, leads to an immobilization of water in the
polar pore. Thus, water transport occurs primarily through the inner region of the pore. This, of
course, has consequences on the mechanism of ion transport. Simulation studies in this direction
are currently under way but have not been concluded yet.

4.5 Li+ Adsorption on a Metal Surface

As a final example of how to analyze orientational correlations in interfacial computer simula-
tions, we examine the adsorption of Li+ on a mercury surface [5,106]. The conventional wisdom
in electrochemistry based on interfacial capacitance measurements suggests that small ions like
Li+ should stay away from the electrode. Simulation studies, however found with several differ-
ent models a tendency of small ions to move close to the electrode surface (see also the behavior
of NaCl solutions discussed above). In the simulation discussed in the following, the interaction
of water with the mercury surface is modeled by the ab initio potential of ref. [99]. The ion
interacts with the surface through an image potential only. Thus, the study focuses on the role
of water on the adsorption mechanism of a small alkali cation.

Figure 8 summarizes the key results of this study. The top frame shows the potential of mean
force (PMF), W (z), for the adsorption of the ion, normalized by the thermal energy. The PMF
gives the Landau free energy of finding the ion at a position z in the simulation cell relative to
its free energy in the bulk (z → −∞). The bottom frame contains the oxygen density profile
monitored simultaneously in the same system. From the PMF curve it is clear that there exist
two regions of minimal local free energy. The two regions are on the solution side of the first
and second layer of water molecules, respectively (see bottom frame). The hydration number
of Li+ is slightly less than 6 in most regions. Around z = −6.5 Å the hydration number is
reduced significantly. This is the region in which the free energy rises while the ion crosses the
second layer of water molecules. Once the ion is well within the second layer, it regains its full
hydration shell. The rise in free energy is thus accompanied by a drop in hydration number.
The ion maintains a more or less complete hydration shell up to very short distances from the
surface (z > −4 Å), when it finally enters the water layer which is directly adsorbed on the
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Fig. 8. Top: normalized potential of mean force, W (z)/kT, for the adsorption of Li+ on the mercury
surface; T = 298.15K is the temperature and k is Boltzmann’s constant. Center: The average hydration
number of Li+, calculated as the running integral over the ion-oxygen radial distribution function up to
its first minimum. Bottom: The oxygen density profile of water in the same system. The arrows indicate
the positions at which the orientational distributions of the ion’s hydration shell in Fig. 9 are evaluated.
The coordinate scale is thus one where the metal surface is at z = 0 and the liquid phase is located in the
negative half space.

surface, and the hydration number drops to values below 5.

In Fig. 9 the process is investigated in some more mechanistic detail. γ is the angle between a
Li+-oxygen vector and the surface normal pointing towards the surface, as indicated in the inset.
The figure shows, for six different positions of the ion (see arrows at the bottom of Fig. 8), the
distribution of the cosine of this angle (full line) together with a running integral (dashed line),
which is normalized such as to yield the hydration number of Fig. 8, when cos γ becomes one.
Only water molecules in the first hydration shell of Li+ are included. It is known from bulk
simulations with similar models [132–134] that Li+ forms a rather well-ordered octahedral
coordination shell in bulk liquid water. At z = −8.5 Å the distribution function exhibits 3
maxima. The running integration number shows that the two maxima at cos γ = ±1 contribute
one molecule each and that the broad maximum around cos γ = 0 contributes four molecules
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Fig. 9. Hydration shell distribution functions, p(cos γ), (full lines) at the various ion coordinates, z,
indicated in the inset. γ is the angle between an ion-oxygen vector within the hydration shell and the
surface normal pointing towards the metal surface (see drawing in upper left plot). The dashed lines
indicate the running integral over the directions in which the hydration water molecules are found. The
value at cos γ = 1 is equal to the hydration number depicted in Fig. 8 at the appropriate position. The
cartoons on the right sketch the structure and orientation of the hydration complex that is compatible with
the corresponding distribution functions; with the metal surface (not shown) to the right of the hydration
complex.

to the hydration shell. At this location, the octahedral Li(H2O)+
6 complex points with one of

its corners towards the surface, as indicated at the top right. Near the free energy minimum
around z = −7.0 Å the distribution function has only two maxima at cos γ ≈ ±0.6 which both
contribute three molecules to the hydration complex. It is evident that this behavior corresponds
to a rotation of the hydration complex so that the octahedron is now formed out of three water
molecules in the second water layer and three molecules further in the bulk. In the corresponding
distribution function for z = −6.5 Å the hydration complex has rotated once more and consists
now of only five water molecules in an approximately pyramidal configuration. The empty
corner of an imaginary octahedron points towards the surface. The energetic expense to move
one water molecule into the unfavorable region between the well-defined first and second water
layers, where it can participate in the hydration complex, is obviously too high, so that the drop
of the hydration number occurs.

At z = −5.5 Å, the octahedral complex is completed again, now formed out of one molecule in



the first water layer, four in the second layer and one further in the bulk. Before the ion reaches
its second free energy minimum (the one corresponding to specific or contact adsorption) and
loses again one water molecule from the hydration complex (z = −3.5 Å), the complex rotates
once more (z = −4.5 Å); its structure and orientation is similar to that at z = −7.0 Å. In sum-
mary, the surprising observation that a small ion like Li+ approaches the surface rather closely
can be understood on the basis of the coupling between the translational motion towards the sur-
face and a rotation of the hydration complex, which involves only at one instance a temporary
reduction of the hydration complex in the style of an elimination-addition mechanism.

5 Summary

We have reviewed our current understanding of the nature and the extent of orientational or-
der in liquid water and aqueous solutions near a variety of interfaces, mostly derived from the
analysis of molecular dynamics simulation data. We have confined ourselves to the discussion
of a few selected examples taken from the field of electrochemistry and material science, using
realistic molecular models. We have mentioned related studies of interesting systems in biology,
polymer science, inorganic chemistry and material sciences. The anisotropy and inhomogeneity
in the interfacial region of these systems make an analysis of the data on the basis of, e. g.,
pair correlation functions like in the bulk difficult. Rather, we have focused on single-particle
properties like atom density profiles and orientational distribution functions. To put these prop-
erties in perspective we have summarized some additional related results for which the reader
is referred to the original communications.

We have demonstrated that the orientation of water molecules in the neighborhood of interfaces
is the result of a competition between (i) the tendency to maximize the number of hydrogen
bonds, (ii) the nature of the molecular forces governing adsorption, and (iii) the electrostatic re-
quirement to minimize surface dipoles. Near non-polar surfaces, on which no adsorption occurs,
or at the liquid/vapor interface, water molecules are predominantly aligned parallel to the inter-
face; the orientational distribution is, however, broad. Near the metallic surfaces the strength of
physisorption interactions becomes comparable in magnitude to the strength of hydrogen bond-
ing interactions. Preferred orientations of adsorbed water molecules become more pronounced
and show more clearly the signature of the metal surface, leading to the formation of distinct
layers and to some lateral ordering induced by surface corrugation effects. By and large, the
orientational order is still dominated by the requirements of the hydrogen bond network.

Orientational order in electrolyte solutions near charged electrodes is determined by a complex
interplay of several orienting forces. In addition to the physisorption and hydrogen bonding
forces present in pure water near metal surfaces, ionic hydration induces order within, and
even beyond, the first hydration shell, and the surface charge on an electrode polarizes water
molecules in a characteristic distance interval determined by the Debye screening length. At
the rather large ionic strengths in our simulations (2 mol/l), we observed that large, weakly
hydrated ions like Cs+ and Cl− adsorb on negatively and positively charged metal surfaces,
respectively, with partial loss of their hydration shell. This contact adsorption phenomenon
weakens the orienting effect of the surface charge and reduces the orientational order. More
strongly hydrated ions like Na+ and F− do not adsorb directly on the charged electrode but



in the region between the first and second adsorbed water layer. When the electrode carries a
charge opposite to that of the ions, these ions enhance the orientational order of water near the
metal surface, since the forces due to the surface charge and due to hydration point into the
same direction.

In one case we have investigated the adsorption of a strongly solvated ion, Li+, in more detail.
We find that the translation of the ion from the bulk to the surface is facilitated by a concurrent
rotation of its octahedral hydration shell. The calculated small activation energy is due to a
temporary elimination of only one water molecule from the ion’s hydration shell when crossing
the second water layer.

Orientational order in cylindrical pores is governed by the same principles as order near planar
surfaces. Non-polar pore surfaces lead to a similar alignment of dipoles parallel to the pore wall
as for completely planar systems. Pores with embedded polar functional groups lead to the for-
mation of a double layer. For the studied pores with typical diameter of a few nm, however, more
molecules are affected by the pore surface than near planar interfaces. Consequently, properties
of the liquid in these pores, like the diffusivity of molecules, are affected more strongly than
near planar interfaces.

We conclude by stating that the ordering influence of the surface is rapidly dissipated in all the
studied systems. The hydrogen bond network in liquid water is sufficiently flexible to adapt to
different environments and recover its “native” structure within a few molecular diameters.
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[33] P. Bopp, G. Jancsó, and K. Heinzinger, Chem. Phys. Lett. 98, 129 (1983).
[34] K. Laasonen, M. Sprik, M. Parrinello, and R. Car, J. Chem. Phys. 99, 9080 (1993).
[35] M. Tuckerman, K. Laasonen, M. Sprik, and M. Parrinello, J. Phys. Chem. 99, 5749 (1995).
[36] M. Tuckerman, K. Laasonen, M. Sprik, and M. Parrinello, J. Chem. Phys. 103, 150 (1995).
[37] M. Sprik, J. Hutter, and M. Parrinello, J. Chem. Phys. 105, 1142 (1996).
[38] D. Marx, M. Sprik, and M. Parrinello, Chem. Phys. Lett. 273, 360 (1997).
[39] W. Langel and M. Parrinello, Phys. Rev. Lett. 73, 504 (1994).
[40] M. P. Tosi and F. G. Fumi, J. Phys. Chem. Solids 25, 31 (1964).
[41] K. Heinzinger, W. O. Riede, L. Schaefer, and G. I. Szasz, in Computer Modeling Of Matter,

ACS Symposium Series No. 86, edited by P. Lykos (ACS, Washington, 1978), Chap. Molecular
Dynamics Simulations Of Liquids With Ionic Interactions.

[42] S. H. Lee and J. C. Rasaiah, J. Phys. Chem. 100, 1420 (1996).
[43] G. Tóth, J. Chem. Phys. 105, 5518 (1996).
[44] C. Y. Lee, J. A. McCammon, and P. J. Rossky, J. Chem. Phys. 80, 4448 (1984).
[45] S. H. Lee and P. J. Rossky, J. Chem. Phys. 100, 3334 (1994).



[46] C. Hartnig, W. Witschel, and E. Spohr, J. Phys. Chem. (1997), submitted.
[47] B. Roux and M. Karplus, Biophys. J. 59, 961 (1991).
[48] M. A. Wilson, A. Pohorille, and L. R. Pratt, J. Phys. Chem. 91, 4873 (1987).
[49] M. A. Wilson, A. Pohorille, and L. R. Pratt, J. Chem. Phys. 99, 3281 (1988).
[50] M. Matsumoto and Y. Kataoka, J. Chem. Phys. 88, 3232 (1988).
[51] K. A. Motakabbir and M. L. Berkowitz, Chem. Phys. Lett. 176, 61 (1991).
[52] A. Delville, J. Phys. Chem. 97, 9703 (1993).
[53] A. Delville, J. Phys. Chem. 99, 2033 (1995).
[54] E. Spohr and K. Heinzinger, Chem. Phys. Lett. 123, 218 (1986).
[55] J. I. Siepmann and M. Sprik, Surf. Sci. Lett. 279, L185 (1992).
[56] J. I. Siepmann and M. Sprik, J. Chem. Phys. 102, 511 (1995).
[57] K. Foster, K. Raghavan, and M. Berkowitz, Chem. Phys. Lett. 162, 32 (1989).
[58] K. Raghavan, K. Foster, and M. Berkowitz, Chem. Phys. Lett. 177, 426 (1991).
[59] K. Raghavan, K. Foster, K. Motakabbir, and M. Berkowitz, J. Chem. Phys. 94, 2110 (1991).
[60] S.-B. Zhu and M. R. Philpott, J. Chem. Phys. 100, 6961 (1994).
[61] E. Spohr, J. Phys. Chem. 93, 6171 (1989).
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